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Abstract. Natural systems are regarded as rich sources of inspiration
for engineering artificial systems, particularly when adopting the multia-
gent system (MAS) paradigm. To promote a systematic reuse of mecha-
nisms featured in self-organising systems, we analyse a selection of design
patterns devised from the self-organisation literature. Starting from our
reference MAS metamodel, we propose a pattern scheme that reflects
the peculiarities of self-organising systems. Then, we provide a complete
characterisation of each pattern, with particular attention to the prob-
lem description, the solution with respect to our metamodel, the natural
systems which have inspired the pattern and known applications.

1 Introduction

Self-organisation is a very compelling approach to the engineering of complex
systems because of the many interesting properties, including adaptivity and
robustness. Although, forward engineering of self-organising systems, i.e. finding
the individual behaviour to meet the desired global dynamics, rapidly becomes
unfeasible as the complexity of the system increases. Hence, it is becoming com-
mon practice to exploit existing models of natural systems, particularly social
insects: these models provide a characterisation of global dynamics with respect
to individual actions and environmental parameters. To ease this process, we
promote the use and development – since few works exist about this topic [1,2]
– of design patterns for self-organising systems to establish a mapping between
artificial systems problems and natural systems solutions. First introduced in
1977 by Alexander in architecture [3], the concept of design pattern later gained
wide consensus in computer science with the object-oriented paradigm [4]. A
design pattern provides a reusable solution to a recurrent problem in a specific
domain: it is worth noting that a pattern does not describe an actual design,
rather it encodes an abstract model of the solution using specific entities of the
paradigm in use. Multiagent system (MAS) researchers synthesised patterns for
the agent paradigm, providing solutions related to resource access, mobility and
basic social skills [5,6,7]. The use of design patterns offers several advantages,
such as, reducing design-time by exploiting off-the-shelf solutions, and promot-
ing collaboration by providing a shared language. Specifically, in the case of
self-organising systems, patterns play a key role in driving the designer choices
among the chaotic behaviours displayed by complex systems.
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To promote the acceptance of new patterns, as well as to reduce ambiguity, it
is necessary to frame a pattern with respect to a shared scheme, ensuring a good
degree of coherence of the whole pattern catalogue. For example, patterns for the
object-oriented paradigm are described according to the scheme provided in [4]:
although, as pointed out in [8,7], since the agent paradigm cannot be effectively
characterised using only object-oriented abstractions, patterns for MAS should
be described using specific schemata. In particular, a candidate scheme should
reflect the peculiarities of the target MAS metamodel: to this purpose, several
pattern classification and schemata have been proposed [8,9]. However, pattern
schemata for MAS, like the one in [8], do not adequately capture the peculiari-
ties of self-organising systems, namely, which are the forces responsible for the
feedback loop, and which notion of locality/topology is needed. Furthermore, to
our knowledge, no specific pattern scheme has been proposed to deal with the
previous aspects, and the few existing works rely on existing MAS schemata.

The contribution of this article is twofold: we extend current pattern schemata
to better represent self-organising MAS, and characterise some patterns with re-
spect to our MAS metamodel. The remainder of the article is structured as
follows: Section 2 describes our MAS metamodel based on agents and environ-
mental resources, i.e. artifacts. Section 3 describes the reference pattern scheme,
then Section 4 analyses each pattern, namely, Collective Sort, Evaporation, Ag-
gregation and Diffusion. Section 5 concludes by providing final remarks and
listing future research directions.

2 Our Reference MAS Metamodel

When modelling natural systems and developing artificial ones, the MAS para-
digm is the best choice since it provides the suitable abstractions for modelling
and relating the entities. Although being recognised as unique, the MAS para-
digm is captured from different perspectives in different metamodels emphasising
specific features. We adopt the agents & artifacts metamodel (A&A), where a
MAS is modelled in terms of two fundamental abstractions: agents and artifacts
[10]. Agents are autonomous pro-active entities encapsulating control, driven by
their internal goal/task. When developing a MAS, sometimes entities do not re-
quire neither autonomy nor pro-activity to be correctly characterised. Artifacts
are passive, reactive entities providing services and functionalities to be exploited
by agents through a usage interface. It is worth noting that artifacts typically
realise those behaviours that cannot or do not require to be characterised as goal
oriented [10]. Artifacts mediate agents interactions and support coordination in
social activities and embody the portion of the environment that can be designed
and controlled to support MAS activities [11,12].

Based on this metamodel, we recognise a recurrent solution when designing
self-organising MAS: the solution depicted in Figure 1 is an architectural pat-
tern. In a typical self-organisation scenario, agents perturb the environment, and
while the environment evolves to compensate the perturbation, agents percep-
tion is affected, creating a feedback loop able to sustain the self-organisation
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Fig. 1. Architectural pattern featuring environmental agents as artifact administrators

process. Hence, on one side we have agents exploiting artifacts services, that we
name user agents from now on. Although, because of the enormous repertoire of
behaviours that can be exhibited by user agents in different scenarios, we can-
not further detail their role in the architecture. On the other side artifacts pro-
vide basic services in terms of simple local elaboration of agents requests. Since
the passive/reactive attitude of artifacts, they cannot autonomously adapt their
behaviour to meet the changing requirements of a dynamic and unpredictable
environment. Hence, we envision MAS environments built upon artifacts and
environmental agents : in particular environmental agents are in charge of those
goal-oriented behaviour needed for the management of the artifacts. Specifically,
we separate the usage interface from the management interface – in an Auto-
nomic Computing style [13] – whose access is restricted only to environmental
agents: furthermore environmental agents may exploit artifacts inspectability
and malleability.

3 A Reference Pattern Scheme

The literature provides several pattern schemata, e.g. [4,9,8]. In a previous work
[14], we analysed patterns for self-organising system relying on the scheme for
MAS described in [8]: although, we recognise the failure to capture essential self-
organisation aspects, namely forces involved in the feedback loop and topology
notion. The pattern scheme we propose extends the one described in [8] and
is summarised in Table 1, where the novel items are emphasised. Particularly
relevant to this work are the feedback loop and locality elements:

Feedback loop. Describes the processes or actions involved in the establish-
ment of a feedback loop, i.e. the actions providing positive and negative feed-
back. For example, in a digital pheromone infrastructure [15], the positive
feedback consists in the agent depositing pheromones, while the environment
provides the negative feedback in the form of pheromone evaporation.

Locality. Requirements in terms of spatial topology or action-perception ranges:
if the environment has a notion of continuous space, perception range is spec-
ified as a float value; if the environment has a graph topology, ranges are spec-
ified as the number of hops.
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Table 1. An extension to the pattern scheme described in [8]

Name The name of the pattern

Aliases Alternative names

Problem The problem solved by the pattern

Forces Trade-offs in system dynamics

Entities Entities participating to the pattern

Dynamics Entities interactions

Feedback Loop Interactions responsible for the feedback loop

Locality Describe the type of locality required

Dependencies Environmental requirements

Example An abstract example of usage

Implementation Hints on implementation

Known Uses Existing applications using the pattern

Consequences Effects on the overall system design

See Also References to other patterns

4 Patterns of Self-organising Systems

4.1 Collective Sort Pattern

Social insects tend to arrange items in their surroundings according to specific
criteria, e.g. broods and larvae sorting in ant colonies [16,17]. This process of
collectively grouping items is commonly observed in human societies as well, and
serves different purposes, e.g. garbage collection. Also in artificial systems collec-
tive sort strategies may play an important role: for instance, grouping together
related information helps to manage batch processing.

We consider our previous exploration of Collective Sort dynamics in a MAS
context [18,19] in order to synthesise a pattern. From an arbitrary initial state,
see Figure 2, the goal of Collective Sort is to group together similar information
in the same node, while separating different kinds of information as shown in
Figure 2b. Although, this is not always possible: indeed, if we consider a network
having two nodes and three kinds of information, two of them are going to
coexist on the same node. Due to random initial situation and asynchronous
interactions the whole system can be modelled as stochastic. Hence, it is not
generally known a priori where a specific cluster will appear: clusters location
is an emergent properties of the system [18], which indeed supports robustness
and unpredictable environmental conditions. Table 2 summarises the features of
the collective sort pattern.

4.2 Evaporation Pattern

In social insects colonies coordination is often achieved by the use of chemical
substances, usually in the form of pheromones: pheromones act as markers for
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Table 2. A summary of the features of the collective sort pattern according to the
reference scheme

Name Collective Sort
Aliases Brood Sorting, Collective Clustering
Problem MAS environments that does not explicitly impose constraints on information repos-

itories may suffer from the overhead of information discovery.
Forces Optimal techniques requires more computation while reducing communication costs:

on the other hand, heuristics allows for background computation but increase com-
munication costs.

Entities The pattern involves artifacts, user agents and environmental agents.
Dynamics User agents inject information in the artifacts. The artifacts have to provide spe-

cific content inspection primitives depending on the implementation. Environmental
agents monitor artifacts for new information, and depending on artifacts content
may decide to move an information to a neighboring artifacts.

Feedback Loop Positive feedback is determined by environmental agents moving items to the appro-
priate cluster, while negative feedback happens when an item is misplaced.

Locality Either continuous and discrete topology are suitable. Larger perception range im-
prove strategy efficiency, but perception of immediate neighborhood is sufficient, but
requires memory of items encountered.

Dependencies It requires an environment compliant to the A&A metamodel.
Example See Figure 2 for a visual example.
Implementation Environmental agents may perform periodic inspection or been triggered by an in-

sertion action: either approaches are suitable and choice depend on performance
requirements. Moving information requires an aggregated view upon artifacts con-
tent, e.g. using counters or spatial entropy measures: in the case this is not feasible
or too expensive, content sampling techniques can be used, see [18] for a detailed
discussion.

Known Uses Explorations in robotics for sorting a physical environment [16].
Consequences Collective Sort may not work when used in combination with other patterns that

spread information across the MAS: in particular collective sort opposes to Diffusion
(Section 4.4).

See Also -

specific activities, e.g. food foraging [16,17]. Specifically, these substances are
regulated by environmental processes called aggregation, diffusion in space and
evaporation over time: each process can be captured by a specific pattern, hence,
it is analysed separately. This class of mechanisms for indirect coordination me-
diated by the environment is called stigmergy, and it has been widely applied in
the engineering of artificial systems [20,15,21].

Evaporation is a process observed in everyday life, although with different
implications: e.g. from scent intensity it is possible to deduce amount and dis-
tance of its source. In the case of insect colonies, marker concentration tracks
activities: e.g. absence of pheromone implies no activity or no discovered food
source. In ant food foraging [17] when a food source is exhausted, the pheromone
trail is no longer reinforced and slowly evaporates.

Evaporation has a counterpart in artificial systems that is related to informa-
tion obsolescence [22,23]. Consider a web page listing several news: fresh infor-
mation is inserted at the top of the page and news fade as time passes, which
can be translated in visual terms in a movement towards the end of the page.
In general, evaporation can be considered a mechanism to reduce information
amount, based on a time relevance criterion. As an example, starting from an
initial state – see Figure 3a – evaporation removes old information over time
and, in absence of new information insertion, eventually erases everything—see
Figure 3b.
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Fig. 2. Collective sort (a) an initial
state (b) the final state

Fig. 3. Evaporation (a) an initial state
(b) the final state with no reinforce-
ment

Fig. 4. Aggregation (a) an initial state
(b) the final state

Fig. 5. Diffusion dynamics (a) an ini-
tial state (b) the desired final state

4.3 Aggregation Pattern

Pheromone deposited in the environment is spontaneously aggregated, i.e. sep-
arate quantities of pheromone are perceived as an individual quantity but with
greater intensity [16,17], see Figure 4 for a visual example. Aggregation is a
mechanism of reinforcement and is also observable in human social tasks [22].
The ranking mechanism is a typical example: when browsing the Internet some-
one finds an interesting fact, he/she can leave a (reinforcement) comment that
is typically anonymously and automatically aggregated with comments of other
users. It is then evident that, while evaporation is driven by the environment,
aggregation is driven by the user agent. When used in combination with evap-
oration, aggregation lets the designer close a positive/negative feedback loop,
allowing for auto-regulated system in self-organisation and Autonomic Comput-
ing [13] styles.

4.4 Diffusion Pattern

When pheromone is deposited into the environment it spontaneously tends to
diffuse in neighboring locations [17]. This process, called diffusion, is omnipresent
in nature and hence is studied in several fields under different names, e.g. osmosis
in chemistry. Starting from an arbitrary state, see Figure 5a, diffusion eventually
distribute the information equally across all nodes [1], see Figure 5b.

While aggregation and evaporation processes are often used in combination
and act locally, diffusion can be used alone and requires a notion of topology.
Furthermore, in diffusion the initial quantity of information is conserved but
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Table 3. A summary of the features of the evaporation pattern according to the
reference scheme

Name Evaporation
Aliases None to our knowledge.
Problem MAS environments can soon become overwhelmed by information deployed by

agents.
Forces Higher evaporation rates release memory, but require more computation: further-

more, evaporated information cannot be recovered!
Entities The pattern involves artifacts, user agents and environmental agents.
Dynamics User agents inject information in the artifacts. The artifacts assign a time-

stamp/counter to the received information. Environmental agents erase obsolete
information/information whose counter reached zero: eventually, all the informa-
tion is removed.

Feedback Loop User agents deposit items in the environment while environmental agent evaporate
them.

Locality Perceptions and actions happens only locally. Either continuous and discrete topol-
ogy are suitable.

Dependencies It requires an environment compliant to the A&A metamodel.
Example See Figure 3 for a visual example.
Implementation Environmental agents may perform periodic inspection or been triggered by a

specific event: either approaches are suitable and choice depend on performance
requirements.

Known Uses A fundamental element of stigmergy [17] and digital pheromone based application
[20,15,21].

Consequences -
See Also When used in combination with Aggregation (Section 4.3) or Diffusion (Section

4.4), it allows for building complex behaviours: in particular, Evaporation + Ag-
gregation + Diffusion is the Stigmergy pattern.

Table 4. A summary of the features of the aggregation pattern according to the
reference scheme

Name Aggregation
Aliases None to our knowledge.
Problem Large scale MAS suffer from the amount of information deposited by agents, which

have to be sifted in order to synthesise macro information.
Forces Higher aggregation rates provide results closer to the actual environment status,

but require more computation.
Entities The pattern involves artifacts, user agents and environmental agents.
Dynamics User agents inject information in the artifacts. Environmental agents look for new

information and aggregate it with older information to produce a coherent result.
Feedback Loop User agents deposit items in the environment while environmental agent synthesise

an aggregated info.
Locality Perceptions and actions happens only locally. Either continuous and discrete topol-

ogy are suitable.
Dependencies It requires an environment compliant to the A&A metamodel.
Example See Figure 4 for a visual example.
Implementation Environmental agents may perform periodic inspection or been triggered by a

specific event: either approaches are suitable and choice depend on performance
requirements. It is worth noting that aggregation is a very simple task and could
be automatically handled by artifacts, when properly programmed: although, it is
easier to have separate agents for different functionalities, which can be individu-
ally paused or stopped.

Known Uses A fundamental element of stigmergy [17] and digital pheromone based application
[20,15,21]. In e-commerce applications customers feedback is usually aggregated,
e.g. average ranking, in order to guide other customers.

Consequences -
See Also When used in combination with Evaporation (Section 4.2) or Diffusion (Section

4.4), it allows for building complex behaviours: in particular, Evaporation + Ag-
gregation + Diffusion is the Stigmergy pattern.
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Table 5. A summary of the features of the diffusion pattern according to the reference
scheme

Name Diffusion
Aliases Plain Diffusion, Osmosis.
Problem In MAS where agents are only allowed to access local, agents reasoning suffer from

the lack of knowledge about neighboring nodes.
Forces Higher diffusion radius brings information further away from its source, providing a

guidance also to distant agents: although, the infrastructure load increases, both in
terms of computation and memory occupation. Furthermore, diffused information
does not reflect the current status of the environment hence providing false hints.

Entities The pattern involves artifacts, user agents and environmental agents.
Dynamics User agents inject information in the artifacts. A weight is assigned to the in-

formation from artifacts or user agents. Environmental agents diffuse information
decreasing the weights in local node and correspondingly increasing the weights in
neighboring nodes.

Feedback Loop User agents deposit items in the environment while environmental agent scatter
them to neighboring locations.

Locality User agents perceptions and actions happens only locally, while environmental
agents need to perceive and act at least at one hop of distance. Either continuous
and discrete topology are suitable.

Dependencies It requires an environment compliant to the A&A metamodel.
Example See Figure 5 for a visual example.
Implementation Environmental agents may perform periodic inspection or been triggered by a

specific event: either approaches are suitable and choice depend on performance
requirements.

Known Uses A fundamental element of stigmergy [17] and digital pheromone based applica-
tion [20,15,21]. In e-commerce applications the see-also hint is a typical example
of information diffusion were the topology is built upon a similarity criterion of
products.

Consequences Diffusion may not work when used in combination with other patterns that spread
information across the MAS: in particular diffusion opposes to Collective Sort
(Section 4.1).

See Also When used in combination with Evaporation (Section 4.2) or Aggregation (Sec-
tion 4.3), it allows for building complex behaviours: in particular, Evaporation +
Aggregation + Diffusion is the Stigmergy pattern.

spatially spread: although, other forms of diffusion may be conceived to produce
stable gradients [20].

5 Conclusion

In the engineering of systems with emergent properties, it is common practice
to rely on existing models of natural activities. Despite the existence of many
patterns for MAS – see [8,5,6,9] just to name a few – we currently lack a system-
atic patterns catalogue which could guide the designer of self-organising systems:
few notable exceptions include [24,1,2]. In this article, we provide an extension
to the pattern scheme described in [8] to better reflect the peculiarities of self-
organising systems. Furthermore, we describe a few patterns devised from the
self-organisation literature, namely, Collective Sort, Evaporation, Aggregation
and Diffusion: each pattern has been analysed with respect to the proposed
pattern scheme. Minor contributions of this article include

– recognising the need of a pattern catalogue and identifying the special role
of patterns in the engineering of artificial self-organising systems;
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– recognising the qualitative differences between patterns for self-organising
systems with respect to MAS and object-oriented patterns;

– show how the composition of patterns is a challenging task: the evaluation of
a specific pattern requires the knowledge about the interplay of the dynamics.

Future works include

– identifying and using the appropriate graphical notation for describing pat-
terns;

– extending the pattern catalogue and validating the proposed pattern scheme.
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